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1. THE REASONS

This text is focused on the proceedings after having digitalised analogue collections and after having changed the recording equipment from analogue to digital. It describes the storage installation and routines running at the Austrian Mediathek, which are with good reasons  no complete system but just a collection of self made scripts.
Since the year 2000 the Austrian Mediathek digitalises audio recordings. New recordings were also produced in digital formats. Since then wer had to deal with a rapidly growing number of digital files. Following the concept of regular migrations from one carrier to the next, we learned that with a certain amount there are more routines which have to be carried out. 

This was the moment when DAM (Digital Asset Management) systems were discussed.

There are several systems offered on the market. All deal with the different needs of access, organising and protecting the files, mirroring and, at least, migrating them.

Beside, they are mostly quite expensive, there were other reasons, why I was not very happy with those solutions.

Most of them are proprietary applications. To know in detail, when and how such a system is acting, you have to rely on the documentation.   If something has to be altered, you depend on the variables the system has foreseen to be changed. Anything exceeding the configurable parts has to be programmed by the producer of the system. 

The concepts and workflows programmed in these commercial systems will not always meet all the requirements of an archive. This leads to situations, when archives, although they know better, have to accommodate their work to the given procedures of the system.

The handling of digital asset in term of long term preservation is quite a new subject where nobody can claim to have the complete overview and to know all necessary workflows in detail. We all are still researching the correct procedures. And therefore we are forced to analyse, criticise and casually change the running workflows. It is much to early to leave the service for our content to closed systems.

Another argument is the dependency on the system. We try to achieve redundancy with as many parts in our technical environment as possible. We even store three copies on different carriers at different places. But all should depend on the one and only proprietary system? What, if the manufacturer stops supporting his product? There are examples where it happened. For example when Sony stopped the support for AIT tape drives for HSM
 libraries at the level of „AIT-3“ despite the existing roadmap, which promised development up to „AIT-6“.
 
To avoid dependencies and achieve optimal flexibility, we installed individual tools which like modules do the same work as a digital asset management system. The system at the Austrian Mediathek is easy to be expanded with additional modules. If one feature has to be changed or altered, the used efforts can be concentrated on this individual tool. That makes adaptions cheaper.
But let's just go thru the features we located to be important for our assets. This won't be a complete list of all possible features a DAM might offer. I just describe the needs that showed to be relevant at the Austrian Mediathek to manage the asset in a reasonable way. As a reference I use the OAIS reference model
 to compare with our solutions. 
2. THE SYSTEM

2.1. Direct access from the Database

The Austrian Mediathek has a catalogue, which, besides the descriptive meta data, contains links to the files. A logical structure of the file directory, which is generated automatically applying a defined rule with the unique signature in the file name, determines the position inside the storage.

After digitalising the recordings the files get stored at the predefined place. The link in the catalogue gives direct access.

Such the process of digitalising can be performed by extra applications. The joice of the used catalogue system can rely on the features which are important for dealing with meta data.

2.2. Packages

At the Austrian Mediathek we store all files, which belong to the recording, inside of one folder, which is named by the signature of the recording. This enables us to find all files concerning one recording without having linked all of them in the catalogue. This could be equivalent to the AIP
 defined in the OAIS
. 
2.3. Migration

It seems to be a fact that from the moment you deal with electronic files you have to change the storage so often that in a middle term view migration becomes a part of the regular service. The reasons, why you have to migrate, may differ from case to case. 

The increasing amount of needed storage could overgrow your existing storage system. 

The storage media might need to be upgraded (for example from LTO-2 to LTO-4
). 

Or/and, as it happened one time in our case, market decisions made an end to the support of our storage system. So we had to migrate into a new one. Such pure strategic reason for a migration, despite full technical functionality, is not mentioned in the OAIS.

If you have a DAM system, the change of such a system will be an additional reason, why you find yourself forced to migrate your content.

Increasing the number of possible reasons shortens the statistical life cycle of a mass storage.
My personal experience is 2 migrations in 9 years. That is what happened at the Austrian Mediathek. In many presentations or publications  longer cycles are assumed. Even the OAIS seems to presume a longer lifetime for storages: 

"Today’s digital data storage media can typically be kept at most a few decades before the probability of irreversible loss of data becomes too high to ignore."

As in many publications about lifetime of storage, the focus seem to be on the media instead the much more endangered systems, which are necessary to interprete the media.
At the Austrian Mediathek we use a self-made linux script to control the migration from A to B. Scripts are like text. But they can be executed without compilation. This leaves them open readable and adaptable for everyone who understands the commands. 
We involved checking procedures into the action to be sure that the file were not corrupted and kept their original conditions. Also we aimed to get proper documentation concerning the status of the files and the act of migration itself.

Having this script running as an extra application, makes this tool independent from the running storage system. But the most important thing is that it is possible to interpret, whether and how the tool is actually doing its work. Any adaption can be done easily.

2.4. Hash code

As suggested in the OAIS model
 we proof, whether the status of the files is still original. Our way to do this, is comparing the hash-code. By documenting the original hash-code in an extra file, we get the possibility to compare not only the hash-codes between the old and the new files. We also compare the new hash-code with the original one. This not only proofs the validity of the migration act, but also, whether the file has been altered in any way during its existence on the old carrier.

Protocolling successively each act of migration into a seperated text file for each media file creates a kind of migration journal which grows with each further migration. This can document the history of every individual file.

2.5. Statistical Reports

Increasing amounts of files lead to the need of routines, which check their status. But it makes a difference between asking your database which files you should have than making a physical check. The database tells what you are expected to have. And the physical check assures you what you actually have at the moment of the research in your storage. It is the equivalent of the physical  inventory of the shelves. I'm not sure whether distributed DAM systems define such reports on the level of existing files rather than entries in their databases.

As the part of  electronic files in our collection increases, we have to perform regular overviews for statistical usage. 

Making such reports, showed to be an important issue.  Again Linux scripts were the most convenient way to get such reports. Beside making an inventory we are able to combine it with a status check.

2.6. Database Evaluation

After a period of storage changes and file migrations, regularly checks of the catalogues, which proof the validity of the registered path to the file, become inevitable. As we use an independent catalogue database which does not belong to a DAM, we have to perform this check from outside the catalogue. This perhaps is the price for using a database of ones own choice instead of using the database which is part of the available DAMs.

Evaluating the links in the catalogue is a part, which we still didn't finish. Following the same concept as is mentioned in the OAIS reference model
, we plan to install an export routine, which stores the catalogue meta data of each recording in an extra xml-file beside each media-file. This xml-file will include the link. With a script these links will be parsed and then compared with the reports of the storage content.

2.7. Storing Copies in Individual Pools

Following the idea "One Copy is no Copy" the Austrian Mediathek decided to store 3 copies of the digital content in three different places.

Not having a DAM system which automatically organises the copies, means the challenge for the administrator to install the job of continuous copying between the pools. There are many tools like "r-sync", "robo copy" or others which can fulfil this job. The need of installing, configuring and monitoring such a tool in a proper way, possibly might be the most important disadvantage for not having a turnkey ready DAM system. But this is perhaps just in the first view. Using a given DAM system you probably have no idea or even influence of how these copies will be created. Will there be a hashcode check? How does a temporary network failure affect the copy task? 

If you want individual formatted reports or documentation of the copy acts, the advantage of self made solutions again increases.

As we keep our digital content on 3 different pools there is of course the need to make regular comparisons between the pools. It won't be enough to compare the number of the files. If there is a misalignment you get to know, which concrete file differs in the pools. The fulfilling of this need can be combined with the needed statistical reports mentioned above.

2.8. File Protection

One task of DAMs is to prevent your files from being deleted or overwritten.  

But there are situations when you have to overwrite existing files. For example when you have to correct false files, which have been corrupted during the digitisation process. This happened at the beginning of our digitisation activities, but appears less important with the growing quality of the used systems and the experience of the performers. But still after 10 years of continuous digitisation we can't exclude the need of casually changing some of the files.

Our solution to get the files still protected against unauthorised deletion is to restrict the access rights to certain applications and extra defined directories. Only automatism routines and the administrator have writing access. For those, who have to move a file into the storage manually, we  defined a folder from which an automatism collects it and stores it into the correct directory. Such, the write access for all users can be limited to this one and only folder.

The directory, in which the files have to be stored, is created out of the file name following a defined rule. This file name is always the signature followed by additional short types. The  directory contains defined parts of these signatures. When I know the signature and this rules, it is easy to define the exact path of the file. This is the way, how different tools can know the accurate  path of each file without communicating together. For example the catalogue can write the correct link into the database and other tools can move the files into the precise directory.

2.9. Filtering the Ingest

Organising the ingest by automated imports from folders, where the files get put by the users, gives the opportunity to make some automated checks. There is the possibility to define arguments and/or formats which will be accepted or denied. 

Arguments would be for instance, whether the file name contains a correct signature that follows the predefined structure. Another feature could be a check of the format. If the placed file would not match the list of accepted formats, it could be converted automatically to the defined archive format. Of course this act should be documented.
We work with such a folder. But until now not all ideas have been put into practice.
2.10. Looking for Identical Copies

Checking for every new file, whether there is already an identical copy in the storage which might have a different status, is one of the most important requirements to the storage manager. We solved it by a check done by the automatism that moves files into the storage.

It first merges the storage for identical filenames. Any match will be compared about size and date. Then an Error file appears in the folder containing all this information. The move task will be stopped.

Files which provoke such problems will just stay in the folder while the others will vanish.

The administrator, from time to time, has to watch this folder for error files. But even anybody, who put such a problematic file into the folder, can interpret the error file her-/himself and in some cases solve the matter without the help of any administrator.

2.11. DRM (Digital Rights Management)

There is another item which can be found in the OAIS reference model
 and which is also one of the advertised features of many distributed DAM systems. It is the DRM - The digital rights management. It is a feature that limits the use of a published or sold file to a certain period or area of use depending on date or counts of playback. It eventually can also prohibit making copies or limit the use on defined applications or/and computers. The use of such a feature can only concern copies and never the archive file. 

Until now the Austrian Mediathek sees no need to determine the use of our content. Therefore there was no plan about such features.

3. SUMMARY

Most of the described features are part of a commercial available DAM. As long as it appears as a "black box", the Austrian Mediathek neglected to use a commercial solution. The independence counted more than the apparent comfort. The costs were the second important argument.

By using scripts or open tools for each task instead a turnkey DAM, following points showed to be evident at the Austrian Mediathek:

3.1. Independence (concept, vendor etc.)

Own concepts can be followed and casually adapted independent from any vendors strategy. That includes for instance the decision, when to start the next migration.

3.2. Costs 

Simple tools are mostly cheaper. Some are even free. 
But expenses for support don't decline. What you don't pay for external support, you have to achieve yourself.

3.3. Long Term Investment

Additional needs do not force a change to (and therefore investing into) a new system. You just adapt the concerned part.

3.4. Flexibility

Individual parameters or needs can be included in the workflows quicker and more easily. You yourself decide about the importance and the urgency of a desired change.

3.5. Transparency

As you choose and combine your tools/scripts yourself, you know what your system does.

3.6. Know How 

The knowledge about the system moves in-house

3.7. Responsibility

Of course with using separated tools/scripts you combine them to a kind of system. Therefore you should have a concept and know what you do. But should be part of running an archive. You should know, what you do anyway. Using a comercial DAM also asks for configuration and decisions of how the system should work.

3.8. But the Risk!

Be aware about the risk. 

If you decide to leave the apparently comfortable way of commercial systems, you have to bear the total responsibility of your decision.

This seem be the main argument against self made solutions. 

But who, in fact, is responsible, if your expensive commercial system fails. Even if you had a support contract. Can you charge any vendor for the loss of your content? And, even if it would be, it won't substitute the lost content.

That leads to the fact that in the end the archive is responsible for a possible disaster anyway.
It is the risk and the responsibility that drives me, as the responsible person in our archive, not to trust a "black box".
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